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Abstract

Cloud computing platforms such as Amazon EC2 provide cus-
tomers with flexible, on demand resources at low cost. How-
ever, while existing offerings are useful for providing basic
computation and storage resources, they fail to provide the se-
curity and network controls that many customers would like. In
this work we argue that cloud computing has a great potential
to change how enterprises run and manage their IT systems, but
that to achieve this, more comprehensive control over network
resources and security need to be provided for users. Towards
this goal, we propose CloudNet, a cloud platform architecture
which utilizes virtual private networks to securely and seam-
lessly link cloud and enterprise sites.

1 Introduction

Cloud computing enables enterprises large and small to
manage resources better — some because they no longer
need to invest in local IT resources and instead can lease
cheaper, on-demand resources from providers, and oth-
ers because they can utilize the flexibility of cloud re-
sources to dynamically meet peak demand without in-
vesting in in-house resources. Cloud computing is a
natural fit for enterprise customers since it enables out-
sourcing of another set of non core competencies: IT
infrastructure selection, ordering, deployment, and man-
agement. Cloud computing allows enterprises to obtain
as much computation and storage resources as they re-
quire, while only paying for the precise amount that they
use. Since cloud platforms rely on virtualization, new re-
sources can be quickly and dynamically added to a cus-
tomer’s resource pool within minutes. From a cloud com-
puting service provider’s perspective, server virtualiza-
tion allows them to flexibly multiplex resources among
customers without needing to dedicate physical resources
individually. These features have driven the growth of
commercial cloud computing services, making them in-
creasingly popular and economical.

However, current cloud computing services need to
further evolve to fully meet the needs of businesses. It
is highly desirable that cloud resources be seamlessly in-
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tegrated into an enterprise’s current infrastructure with-
out having to deal with substantial configuration, address
management, or security concerns. Instead, current com-
mercial solutions present cloud servers as isolated enti-
ties with their own IP address space that is outside of
the customer’s control. The separation of cloud and en-
terprise resources increases software and configuration
complexity when deploying services that must communi-
cate with an enterprise’s private network. This can lead to
security concerns since enterprise customers must utilize
IP addresses on the public Internet in order to link appli-
cation components in the cloud to their own sites. It is left
to the customer to manage security on the cloud resources
and the enterprise network through firewall rules. Finally,
existing cloud services focus on storage and computa-
tion resources, and do not allow for control over network
resources either within the cloud or the network linking
enterprise and cloud sites. The lack of coordination be-
tween network and cloud resources leaves the customer
again responsible for independently arranging for traffic
isolation and bandwidth guarantees with a separate net-
work service provider.

To overcome these deficiencies, we propose the en-
hancement of the cloud computing framework to seam-
lessly integrate virtual private networks (VPNs). To this
end, we propose CloudNet, which joins VPNs and cloud
computing. CloudNet uses VPN to provide secure com-
munication channels and to allow customer’s greater con-
trol over network provisioning and configuration.

However, there are challenges to be dealt with when
combining VPNs and cloud platforms. First, creat-
ing VPN endpoints requires coordination between the
network operator and cloud service provider; existing
cloud services do not provide sufficient “hooks” to al-
low cloud resources to be securely attached to a VPN
endpoint. Next, provider provided VPNs typically ex-
tend only between edge routers within the provider net-
work. Cloud operators must ensure that network iso-
lation extends through any local network infrastrcuture,
e.g., switches and routers, within the cloud site itself. Fi-



nally, VPNs have traditionally been provisioned at man-
agement timescales mainly because the endpoints of a
VPN were expected to remain static for long periods
of time. In cloud computing, however, flexibility and
rapid provisioning are key requirements, and it is essen-
tial that the network transparency and secure communica-
tion channels provided by VPNs remain effective despite
rapid changes in server and network configuration.

In this work we present the CloudNet architecture,
which uses the idea of Virtual Private Clouds to create
flexible, secure resource pools transparently connected to
enterprises via VPNs. CloudNet achieves these goals by
automating the creation and management of VPN end-
points and allowing for explicit coordination between the
cloud platform and the network service provider.

2 Background & Related Work

Commercial Platforms: Cloud computing has rapidly
grown in popularity over the last few years due to the
reemergence of virtualization as an efficient method of
flexibly sharing resources. There are many different
types of cloud computing services ranging from web
based word processors and email clients to application
development platforms like Google App Engine [6] to
virtual infrastructure providers like Amazon EC2 [1] that
lease full virtual machines to customers. The authors
of [2] provide a good overview of the various types of
cloud computing platforms, as well as many of the chal-
lenges and benefits of cloud computing. In this work
we focus on Infrastructure as a Service (IaaS) providers
since they provide the greatest flexibility for enterprise
users who already have large software systems that they
would like to move “to the cloud” with minimal changes.

Existing IaaS platforms such as EC2 already allow
customers to lease storage and computation resources on
demand. While EC2 allows control over the type of CPU
and storage available to each virtual machine instance, it
has more limited controls over the network setup, partic-
ularly for enterprise customers looking to securely con-
nect cloud resources to their existing infrastructure. EC2
allows for the specification of either public or internal
(cloud only) network interfaces for each VM, although
the precise placement and IP details are determined by
the provider. EC2 also allows for Security Groups to be
created which specify firewall rules for each VM. While
firewalls provide very fine grain access controls, a higher
level of abstraction is useful when trying to cleanly link
different enterprise and cloud sites. Managing complex
firewall rules as virtual machines are dynamically cre-
ated and moved between sites can be very difficult. In-
stead, we propose that virtual private networks be used
to provide not only stronger security, but additional fea-
tures such as network reservation controls and seamless
integration of cloud and local resources.

Two additional types of cloud computing environ-
ments have been developed to help with these concerns:
private and overflow clouds [2]. In a private cloud,
the customer is given exclusive access to a portion of
a data center which then manages the resources using
cloud computing techniques. Overflow clouds are used
as backup service pools that are only used when an enter-
prise’s own resources are completely saturated. These
techniques allow for enterprises to obtain some of the
benefits of cloud computing while reducing the security
concerns related to using public clouds. However, the
network transparency and resource control issues remain.
Our work attempts to make any type of cloud more trans-
parent, secure, and flexible.

Virtual Private Networks: In this work we focus on
VPNs provided by a network operator, as opposed to
technologies such as IPSec VPNs that create software
tunnels between each end host. Network based VPNs
are typically realized and enabled by multiprotocol la-
bel switching (MPLS) provider networks, following the
“hoses model” [4] and are already commonly used by
many enterprises. Provider based VPNs can provide ei-
ther layer-3 VPNs following RFC 2547, or layer-2 vir-
tual private LAN Service (VPLS) VPNs according to
RFC 4761. CloudNet relies on network based VPNs
since they require no endhost configuration, have lower
overheads, and can provide additional services from the
network provider such as resource reservation. While
these VPNs currently require long setup periods, our
work is investigating methods for automating their de-
ployment to allow for rapid changes in VPN topologies.

Related Work: In this work we focus on providing
networking support for enterprise cloud platforms with
VPNs. While they do not target enterprise applications,
both the Virtuoso and VIOLIN projects address a sim-
ilar problem of managing networks of virtual machines
hosted across multiple grid computing sites [10, 9]. Both
systems use overlay networks to intercept VM traffic and
tunnel it between sites. This requires additional software
to be run at each site to create the overlay network. In
our work, we leverage existing technology available from
network providers such as Layer 2 and 3 VPNs to not
only create seamless connections between sites, but to
provide greater security, and resource control as well.

3 Challenges & Insights

Cloud computing has seen widespread adoption for pub-
lic web services and infrequent batch-style applications,
but has not yet been accepted as a viable choice for many
enterprise uses. To illustrate some of the reasons, con-
sider an enterprise accounting application that consists
of a front-end interface, a processing tier, and a back-end
database. This is an application that contains private busi-
ness data, and thus is traditionally run in a secure private



network environment within the enterprise. Let us exam-
ine the challenges that appear when the enterprise desires
to move the processing component of this application to
a cloud computing data center in order to achieve greater
scalability or to reduce IT costs.

Transparent Cloud Connections: Using current
commercial cloud offerings, the enterprise could easily
create a set of virtual machines within the cloud to run
the application, but would quickly encounter difficulties
when trying to link the different application components
in and out of the cloud. Both the VM in the cloud and the
components still in the enterprise would need to be al-
located public IP addresses in order to establish connec-
tivity. Even ignoring the security concerns in this situa-
tion, the enterprise will have to make significant changes
to its own infrastructure to enable external access to for-
merly private resources, plus it must modify the applica-
tion code to handle the new network topology, especially
if the existing code assumed all components were within
a LAN, for example to utilize broadcasting. This demon-
strates a critical limitation of current cloud offerings: the
inability to create seamless connections between cloud
and enterprise resources.

Security and Isolation: Simply providing the appear-
ance of cloud resources being attached to an enterprise’s
local network is insufficient (and in fact potentially dan-
gerous) unless the network connections are made via
secure channels that safely link only authorized cloud
nodes to the enterprise network. To secure the process-
ing component moved to the cloud in our example, an
enterprise would need to create firewall rules both within
the cloud and at the gateways to its own network in order
to securely limit connectivity. While firewall rules can be
used to provide fine grained access controls, they can eas-
ily expose security holes if misconfigured, and are par-
ticularly vulnerable to this when resources are frequently
being added or moved as is the case in dynamic cloud
computing environments. Managing the set of dynami-
cally changing firewall rules across potentially multiple
enterprise sites can be complex. Current cloud systems
are ill-suited for dealing with enterprise applications be-
cause they cannot provide secure communication chan-
nels or strict network isolation in and out of the cloud.

Flexible Cloud & Network Resources: A key moti-
vation for moving applications into the cloud is the ease
with which new resources can be allocated or moved.
The enterprise may have moved the processing compo-
nent into the cloud so that new replicas could easily be
added on demand. This action may be unreasonably dif-
ficult if it requires further reconfiguration of the appli-
cation code to handle the new VM’s IP address, as well
as adjustments to both the cloud and enterprise firewalls
to support the new network topology. Instead, cloud op-
erators must coordinate with network providers to offer
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Figure 1: Two VPCs isolate resources within the cloud sites and
securely link them to the enterprise networks.

dynamic configuration of server, storage, and network re-
sources to meet enterprise demands.

Additionally, the enterprise may be willing to pay for
quality of service guarantees that ensure low latency be-
tween the front-end component hosted at the enterprise
site and the processing component in the cloud. Alterna-
tively, it may require a large amount of dedicated band-
width on the link between the processing component and
database. Existing cloud services are unable to provide
these guarantees because they do not support coordina-
tion with network operators to provision resources within
the network that links the cloud and enterprise sites.

4 Virtual Private Clouds

To address these challenges, we propose the idea of a
Virtual Private Cloud (VPC)'. A VPC is a combination
of cloud computing resources with a VPN infrastructure
to give users the abstraction of a private set of cloud re-
sources that are transparently and securely connected to
their own infrastructure. VPCs are created by taking dy-
namically configurable pools of cloud resources and con-
necting them to enterprise sites with VPNs. Figure 1
shows a pair of VPCs connected to two different enter-
prises, each composed of multiple sites. A VCP can span
multiple cloud data centers, but presents a unified pool of
resources to the enterprise.

VPNs can be leveraged to provide seamless network
connections between VPCs and enterprise sites. VPNs
create the abstraction of a private network and address
space shared by all VPN endpoints. Since addresses are
specific to a VPN, the cloud operator can allow customers
to use any IP address ranges that they like without worry-
ing about conflicts between cloud customers. The level of
abstraction can be made even greater with Virtual Private
LAN Services (VPLS) that bridge multiple VPN end-
points onto a single LAN segment. If the cloud provider
in the previous section’s example used VPCs, a VPLS
could be setup so that the processing component could be
easily run within the cloud without requiring any modifi-
cations since the cloud resources would appear indistin-
guishable from existing compute infrastructure already
on the enterprise’s own LAN.

I After using this term, we have since found it also used on a blog
post encouraging the use of VPNs and cloud computing [5].



VPNs are already used by many large enterprises to
enable secure any-to-any communication, and cloud sites
can be easily added as new secure endpoints within these
existing networks. VPCs use VPNs to provide secure
communication channels via the creation of secure, “vir-
tually dedicated” paths within the provider network. This
eliminates the need to configure complex firewall rules
between the processing component in the cloud and the
enterprise, since all sites would be connected via a pri-
vate network inacessible from the public Internet. The
VPC solution must guarantee that the secure VPN links
extend to the virtual machines that compose the VPC. In
order to ensure that different cloud customers are kept on
isolated networks, the cloud provider must segment the
LAN for each VPC. These techniques can provide strong
security guarantees at a convenient level of abstraction.

VPCs enable flexible resource control by utilizing re-
source reservation mechanisms provided by VPNs. By
coordinating with the network provider, the cloud service
can offer enterprise users quality of service guarantees
along the full path from the enterprise to the cloud site.
The virtual network abstraction offered by VPN also al-
lows for flexibility in response to dynamic VM allocation
and placement changes. The seamless LAN environment
created by a VPLS service can be exploited to automati-
cally handle routing changes as VMs are moved between
sites, allowing them to maintain their identities on the
LAN. Once two cloud sites are bridged with VPLS, ex-
isting LAN migration techniques can be used to move
virtual machines across the WAN. This allows a single
VPC to span multiple cloud sites, presenting a pool of
geographically distributed servers as a flexible resource
seamlessly attached to the enterprise’s own network.

5 CloudNet: Towards Enterprise Clouds

We are developing a system called CloudNet which at-
tempts to meet the requirements of an enterprise ready
cloud computing environment using VPCs.

5.1 CloudNet Overview

CloudNet leverages existing virtualization technologies
at the server, router, and network levels to create dynamic
resource pools that can be transparently connected to en-
terprises. The CloudNet architecture is composed of two
intelligent controllers that automate the management of
resources in the provider network and in the cloud com-
puting data centers respectively.

The Cloud Manager dynamically partitions the cloud
computing data centers into Virtual Private Clouds for
use by its customers. The Cloud Manager handles the
creation of new virtual machines and manages perfor-
mance within each VPC. The Cloud Manager utilizes
several forms of virtualization so that physical resources
can be multiplexed across many customers. In our cur-
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Figure 2: Adding a VM to a new site has four steps done by the
Cloud Manager (1. VM creation, 2. VLAN configuration on
switch, 3. logical CE creation) and the Network Manager (4.
VPN setup on PE routers).

rent prototype, Xen is used to virtualize servers, and
VLANSs are used to partition the local area networks
within each cloud data center. The Cloud Manager uses
virtual (or “logical”) routers to dynamically configure the
Customer Edge (CE) routers associated with each VPC.
Logical routers are a means to partition physical routers
into slices, each with independent control planes. This
means that full, physical routers do not need to be ded-
icated to each VPC, and allows them to be created and
reconfigured more rapidly.

The Network Manager is run by the network provider
and is responsible for the creation and resource provi-
sioning of VPNs. CloudNet utilizes MPLS VPNs that
span between the provider edge (PE) routers. The Net-
work Manager dynamically configures the PE routers to
create VPN endpoints associated with each VPC. The
Network Manager can also be used to specify fine grain
access controls that restrict which systems within a sin-
gle VPN are able to communicate, or to reserve network
resources along VPN paths.

Although the Network and Cloud Managers may be
controlled by separate entities, communication between
them is required. This is necessary to coordinate the
link between the network and customer edges, as well as
when a virtual machine is migrated between cloud sites.

5.2 CloudNet Usage Scenarios

This section provides further details on our CloudNet
prototype implementation and some usage scenarios.

Adding Seamless Cloud Resources: Figure 2 illus-
trates the process of adding a new secure VPC and trans-
parently connecting it to a customer’s VPN. First the
Cloud Manager uses a placement algorithm to determine
a host with sufficient spare capacity to run the VM (Fig. 2
step 1). Once the VM is created, it must be connected to
a VLAN to isolate the customer’s traffic within the cloud
data center (Fig. 2-2). Finally, the Cloud Manager must
configure a logical CE router that will be used to connect
the new VPC to a VPN endpoint created by the Network
Manager (Fig. 2-3). This creates an isolated partition of
server and network resources within the cloud site that is
dedicated to the VPC.

The Network Manager is responsible for seamlessly



s
@JV _L *_-
\ARP —> Cloud Site #1

Vs \V
e @ <—nare

] ]

@ Cloud Site #2

Figure 3: WAN migration using VPLS to move across sites.
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connecting the new VPC to the enterprise’s network. It
does this by defining a new VPN endpoint in the PE
router connected to the cloud site. The router advertises
the new VPN endpoint via BGP sessions shared with
other provider routers connected to enterprise sites. If
a Layer 3 VPN is used, then the VPC will be attached to
the enterprise network as a new IP routed domain equiva-
lent to any other enterprise site. Alternatively, VPLS can
be used to attach the VPC to an existing LAN segment
within the enterprise. In either case, the VPC network
will be securely attached to the enterprise VPN so that
its resources are transparently linked to the enterprise in-
frastructure, but inaccessible from potentially malicious
users on the public Internet.

Cloud-to-Cloud Migration: We envision future
clouds as flexible resource pools that seamlessly span
multiple data center and enterprise sites. With this kind
of architecture, cloud providers and enterprise customers
are able to transparently migrate VMs between sites.
This can allow a data center operator to perform load bal-
ancing between sites without impacting customer appli-
cations, or for customers to change placement decisions
based on, for example, WAN latency.

CloudNet takes a step in that direction by simplify-
ing the network reconfiguration for migration of virtual
servers between cloud sites. Current virtualization soft-
ware supports transparent VM migration between physi-
cal servers on the same LAN [3, 7], but WAN migration
remains a challenge due to the need for network recon-
figuration and storage migration. CloudNet exploits the
benefits of VPLS to tie networks across the WAN into
a single LAN, making transitions across the WAN func-
tion as if within a LAN, except for greater network delays
during the migration.

Figure 3 depicts the steps to prepare for a VM migra-
tion across sites. CloudNet first performs the steps neces-
sary to initialize the VLAN endpoint for the destination
site (Fig. 3-1). In addition, a VPLS VPN is created to link
together the source and destination VLANSs (Fig. 3-2). At
this point, the virtual machine can be migrated between
the two sites (Fig. 3-3). When the VM is transferred to
its new host, it will emit an unsolicited ARP message
(Fig. 3-4) [3]. The local switch will use this ARP mes-
sage to establish the mapping between the VM’s MAC

address and its switch port. The ARP message will also
be forwarded through the VPLS to the VM’s original site.
At that site, the old switch will replace its existing MAC
address mapping with the new entry, allowing data to be
forwarded through the VPLS to the VM’s new site. While
we currently do not deal with VM storage, existing stor-
age migration techniques have been considered for data
center migration [8].

6 Conclusions

Cloud computing promises to revolutionize computing
by providing cheap, flexible, on demand resources. How-
ever, current commercial cloud platforms are incapable
of meeting the requirements of enterprise customers. In
this work we propose the idea of Virtual Private Clouds
that combine existing technologies like VPNs with auto-
mated controllers to meet three key requirements of en-
terprise users: 1) transparent connections between cloud
and enterprise resources, 2) isolation within the cloud and
secure communication channels between sites, and 3)
flexible resource allocation schemes capable of respond-
ing to dynamic changes of cloud and network resources.
We describe these challenges and present how our proto-
type system, CloudNet, can provide secure and seamless
cloud resources to enterprises.

This work was supported in part by NSF grants CNS-
0720271 and CNS-0720616, as well as by AT&T.
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